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Perceptrons - the first systematic study of parallelism in computation - has remained a classical work on
threshold automata networks for nearly two decades. It marked a historical turn in artificial intelligence, and
it is required reading for anyone who wants to understand the connectionist counterrevolution that is going
on today.Artificial-intelligence research, which for a time concentrated on the programming of ton Neumann
computers, is swinging back to the idea that intelligence might emerge from the activity of networks of
neuronlike entities. Minsky and Papert's book was the first example of a mathematical analysis carried far
enough to show the exact limitations of a class of computing machines that could seriously be considered as
models of the brain. Now the new developments in mathematical tools, the recent interest of physicists in the
theory of disordered matter, the new insights into and psychological models of how the brain works, and the
evolution of fast computers that can simulate networks of automata have given Perceptrons new
importance.Witnessing the swing of the intellectual pendulum, Minsky and Papert have added a new chapter
in which they discuss the current state of parallel computers, review developments since the appearance of
the 1972 edition, and identify new research directions related to connectionism. They note a central
theoretical challenge facing connectionism: the challenge to reach a deeper understanding of how "objects"
or "agents" with individuality can emerge in a network. Progress in this area would link connectionism with
what the authors have called "society theories of mind."Marvin L. Minsky is Donner Professor of Science in
MIT's Electrical Engineering and Computer Science Department. Seymour A. Papert is Professor of Media
Technology at MIT.
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Goker says

This is a quite famous and somewhat controversial book. It is widely rumored that the bleak evaluation of the
limitations of perceptrons in this book lead to the dramatic decrease in neural networks research until it
resurged in the PDP era. I must say that I like this book. In many respects, it caught me off guard. It is first
and foremost a mathematical treatise with a more or less definition-theorem style of presentation. More
surprisingly for me, the mathematical tools are algebra and group theory, not statistics as one might expect.
Minsky and Papert's purpose in writing this book was presenting the first steps in a rigorous theory of
parallel computation. In order to be able to build a mathematical theory, they had to constrain themselves to
a narrow but yet interesting subspecies of parallel computing machines: perceptrons. Their perceptron is
crucially different from what we would call perceptron today. In today's parlance, perceptron is a single layer
(i.e., no hidden layers) neural network with threshold units in its output layer: sum w_i*x_i >theta. Minsky
and Papert think in terms of boolean predicates (instead of x_i's directly). For them a perceptron takes a
weighted sum of some set of boolean predicates defined on the input: sum w_i*b_i(X) > theta where b_i(X)
is a predicate (0-1 valued function). For example b(X) could be [x_1 and x_2 and (not x_3)]. Adopting this
definition, today's perceptron is a special case of theirs where b_i(X) depends on only a single x_j. For
Minsky and Papert, that would be an order 1 predicate (because the predicate involves only one input).
Building on this order concept, they define the order of a problem as the maximum order of the predicates
one needs to solve it. The famous XOR result then is the statement that XOR problem is not of order 1 (it is
of order 2). It is interesting that this is only mentioned in passing; it is not an important part of the book. It is
not even proved! Minsky and Papert are more interested in problems of infinite order, i.e., problems where
the order grows with the problem size. For example, the convexity (of a figure in 2D) problem is of finite
order (in fact of order 3) because whatever the size of the input retina, predicates of order 3 are enough to
solve it. Their most important results concern some infinite order problems. For example it turns out that
parity problem, i.e., odd or even number of 1s, (XOR in high dimensional spaces) is not of finite order. If
you have N inputs, you need at least one predicate of order N to solve this problem. Another example
problem of infinite order is connectedness, i.e., whether a figure is connected. Minsky and Papert build a
mathematical theory based on algebra and group theory to prove these results. Another interesting results is
that for certain problems, the coefficients become ill-conditioned in the sense that the ratio of largest to
smallest w_i becomes quite large. This raises practical concerns on learnability by perceptrons. The last part
of the book is on learning where they look at the perceptron convergence among other things; here one sees a
little bit of the currently popular optimization by gradient descent perspective when they talk about
perceptron learning as a hill-climbing strategy. In an epilogue added some years later (right around the time
when PDP got popular), Minsky and Papert respond to some of the criticisms. This chapter I think was
valuable. Minsky and Papert respond to the claim that with multi-layer networks, none of their results are
relevant because multi-layer networks can approximate any function, i.e., learn any predicate). Of course,
Minsky and Papert's concerns are far from irrelevant; how efficiently we can solve problems with these
models is still an important question, a question that we have to face one day even if not now.

Serhat Cesur says



I want to read this book. Because Artificial intelligence began with this book.

Jovany Agathe says
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